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Figure 1: Vision picture of how the environment is captured and interpreted. Purple labels indicate other participants, while
the blue labels show their sensed actions. Further, the skeleton tracking indicates the posture of each participant which is
tracked through multiple cameras and sensors to improve the context quality. Yellow labels indicate the static properties of
the environment.

ABSTRACT
In recent years, the inclusion of persons with visual impair-
ments (PVI) is taking tremendous steps, especially with re-
gards to group meetings. However, a significant part of com-
munication is conveyed through non-verbal communication
which is commonly inaccessible, such as deictic pointing
gestures or the mimics and body language of participants.
In this vision paper, we present an overview of our project
MAPVI. MAPVI proposes new technologies on making meet-
ings more accessible for PVIs. Therefore, we explore which
relevant information has to be tracked and how those can
be sensed for the users. Finally, those captured information
get translated into a multitude of haptic feedback to make
them accessible.
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1 INTRODUCTION
Teamwork is characterized by intense collaboration which
commonly work on a topic and solve given tasks. To sup-
port such teamwork, meeting rooms are usually equipped
with analog whiteboards, flipcharts, sketching tables, etc. to
enable, structure and document lively discussions. Within
such discussions, information is made explicit using these
tools while other information remains implicit, such as body
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Figure 2: Conceptual setup of our meeting environment.

language, or the position of artifacts within the room. Con-
sequently, such meetings cause inaccessibility issues for per-
sons with visual impairments (PVI), in particular, for this
implicit information.
Furthermore, such a lack of information for PVIs is not

limited to in-situ meetings. During remote meetings, e.g., via
video conferencing, it can also be challenging for PVIs to
determine what the other participants are doing, for example
if they are still attentive or show things in the camera so
that there is also a need to translate events accordingly. Also,
similar situations, such as spontaneous group discussion at
workplaces or industrial workshops, need to be considered.

While many tools do exist to make information explicit for
PVIs, most of the non-verbal information is still inaccessible
to them. Thus, they lack important information and experi-
ence barriers which prevent their equal participation in team
meetings which heavily rely on non-verbal communication
(NVC) elements for coordinating and contributing tasks, and
also for explanatory purposes [2, 31].
In mixed teams of visually impaired and sighted users,

sighted users ought to make all the implicit information ex-
plicit by verbally expressing it. However, this imposes an
additional workload on the sighted users and slows down the
overall work process. Moreover, this requires a stern disci-
pline of the sighted members, but the process of consciously
expressing implicit information is frequently forgotten dur-
ing a meeting.

While this mismatch of unconsciously not expressing NVC
of sighted users and the available input channels of PVIs is
a crucial problem, this is even exacerbated when looking at
the artifact level. Here, information is represented in parallel
on multiple horizontal and vertical information spaces (see
Figure 2), resulting in a three-dimensional information space.
In contrary, PVIs can only access information sequentially.
Hence, we will address this by adding a layer of haptic actua-
tions that translates the identified cues into tactile sensations,
e.g., through vibration or thermal haptic feedback.

In this vision paper, we present our project MAPVI. In
this project, we tackle the emerging challenges by enriching
the perception of PVIs in meeting scenarios through captur-
ing the meeting environments, reasoning the actions, and
translating them into multi-modal haptic actuations.

2 RELATEDWORK
For the scope of our MAPVI project, in the following, we
sum up related approaches that focussed on interaction with
meeting artifacts and projects focussing on non-verbal com-
munication.

Interaction with Artifacts
Methods like Metaplan were originally designed for work-
ing with analog artifacts (e.g., cards), while IT-support was
mostly limited to group decision support systems which
only support binary tasks such as voting. First approaches
in computer-supported cooperative work (CSCW) focused
on shared-editing of documents. As stated by Dennis et al.
[17], binary-tasks and shared-editings support were later
merged into electronic meeting systems, and subsequently
into systems for web-based collaboration. However, team
working methods were not explicitly supported; rather, e.g.,
plain electronic blackboard functionalities were used.
While all the systems at the time using mouse and key-

board, LiveBoard [18] is one of the first systems that al-
lows editing the artifacts directly using an optically tracked
pen. In order to support the Metaplan method, Magerkurth
& Prante [41] use PDAs to generate cards, which could
be transferred to a shared electronic whiteboard, where
they were rearranged and clustered. The PDAs communi-
cate with the interactive vertical screen through the BEACH
software [63] which is also able to address the i-Land environ-
ment [62], consisting of interactive walls, tables, and PDAs.
This was further developed within the Stanford Interactive
Workspaces Project [26]. A more recent approach to support
the Metaplan method is introduced by Jetter et al. [25]. They
use a back-projected interactive table together with a high-
resolution vertical interactive screen. An overview of further
augmented work environments is given by [12, 38].
Prior work was also done in making artifacts accessible

to PVIs. An overview of older work is given in the MI-
COLE project [45]. More recently, Bourbakis [7] use a two-
dimensional vibrotactile display which was used to show a
three-dimensional environment to the user as an aid for nav-
igation, while Brock & Kristensson [11] use a Kinect depth-
sensing camera to sense a three-dimensional environment
and to sonify approaching objects. However, sensing abstract
information on interactive surfaces is still very limited. An-
other approach by Brock et al. [9] use a raised-line overlay
on a touchscreen to output information to a PVI. Brewster
& Brown 2004 [8] introduced tactile icons that helped PVIs
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to access structured content. While Braille displays are an
established tool to access digital written content, they are
obtrusive in particular during brainstorming meetings. Here,
Shilkrot et al. [58] presented a finger reading device, which -
worn like a ring - is able to sonify written text. A tactile map
was developed by Brock [10], and an interactive workspace
for helping PVIs to learn linear algebra was introduced by
Almasri et al. [1]. More recently, TalkingCards were intro-
duced [52], where information is conveyed via a tangible
texture.

Beside the existence of IT-support for accessing digital ar-
tifacts, it is important to consider the mental model that PVIs
could generate for the spatial layout of the information. The
usual approach is to establish a second, virtual arrangement
of artifacts that is (a) either a sequentialized representation
to be rendered on established output devices (e.g. Braille
displays, audio) or (b) to resemble the actual arrangement to
a certain degree via more innovative modalities. This could,
for example, be on a two-dimensional HyperBraille pad [48]
which is augmented by audio notification or by adapting
tangible interaction concepts as introduced by Kannengieser
& Oppl [27]. However, this still does not result in a syn-
chronized model for the spatial arrangement of artifacts and
prevents the resolution of some NVC elements e.g. deictic
gestures or spoken spatial references.
A more advanced approach is to retain the spatial rela-

tions and to facilitate the accessibility of the arrangement
for PVIs as much as possible. This approach is desirable as
it establishes a synchronized mental model for the spatial
arrangement of artifacts among all participants, but it en-
tails several issues and research questions [47] which are
addressed in this paper.
One promising approach to provide accessible interfaces

with an inherently synchronized mental model for the spa-
tial arrangement is to use tangible objects on a digital and
touch/object sensitive display, e.g. by Kannengieser & Oppl
[27], with the PERCS system [14], or with Capricate [53].
Hence, the first systems 1 are on the way to enter the market.
Here, the tangible objects are containers, similar to editable
bubbles in mind-map tools, which can be associated with
any information and manipulated on the display (e.g. ar-
ranged, connected, or grouped). The actions are tracked and
integrated into the digital representation of the developed
scenario.

To assess the level of synchronicity for themental model of
the spatial arrangement of artifacts, we have to determine the
mental models that are established by PVIs when interacting.
An initial approach was described by Kurniawan et al. [36],
with the identification of a functional and a structural mental
model established by the PVIs. A conceptual model for a

1e.g. https://www.metasonic.de/touch

software/hardware architecture supporting accessibility, in
general, was introduced by Karpov & Ronzhin [28] and an
assessment of the mental maps of spaces established by PVIs
via haptic feedback is evaluated for synchronicity in [37].

Non-verbal Communication
NVC is crucial for teamwork efficiency and can intuitively
be understood by sighted users. Perception of body postures
of others and the ability to interpret them as a body language
leads to insights on the person’s emotions and attitude, allow-
ing more effective communication [32]. As originally stated
byMehrabian [44] and reaffirmed in subsequent publications
[31], postures can be described along with an open-closed
dimension which provides or denies access to body spaces.
The former is done by opening up to others and the latter
by hiding behind their self-imposed barriers. This implied
attitude has a consequence for our willingness to engage in
co-present collaboration as a group [42].

As identified by McDaniel et al. [43] in mixed focus groups
and prioritized with an online survey among PVIs, the num-
ber, identity and position of participants as well as their facial
expressions, body postures and hand gestures are the most
helpful NVC elements for PVIs. Calvo & D’Mello [13] studied
the combination of physiology, face, voice, text, body lan-
guage, and complex multi-modal characterizations, whereas
Zeng et al. [64] focused on modalities combined with facial
expression recognition based on computer vision technolo-
gies, i.e. audio-visual fusion [51], [55], linguistic and par-
alinguistic fusion of facial expressions, head movement, and
body gestures.
However, in order to convey this information to PVIs, it

is the computer that must understand these NVC elements
first. In this context, a clear distinction between ‘on-surface’,
‘above-surface’ and ‘in-room’ gestures is helpful. An ap-
proach to address some of the points above was made by
Tan et al. [57]. Their project investigated a system that hints
PVIs on approachability of strangers if they need assistance.
For above-surface gesture-based user interfaces, Hilliges et
al. [23] presented a vision-based tabletop that is capable
of seeing hands and fingers and interpreting them as in-
air gestures. This could also be adapted for tracking NVCs
and making their meaning explicit. Similarly, Banerjee et al.
[5] presented an in-air interaction technique to manipulate
out-of-reach objects on tabletops. Müller et al. [46] investi-
gated direct and indirect foot-based interaction with virtual
contents. Klompmaker et al. [30] demonstrated an interac-
tion technique which uses mobile phones for performing
above-surface in-air interactions to manipulate spatially dis-
tributed artifacts, while Rader et al. [50] uses mobile phones
for performing personalized above-surface interactions in
collaborative tasks. De Araújo et al. [15] presented Mockup
Builder, a combined on-surface / above-surface technique
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which uses motion sensors, a 3D projector, and the shutter
glasses. It supports direct in-air interaction for sketching
three-dimensional models on- and above-surface. The issue
of capturing NVCs for conveying them to PVIs is, of course,
the subject of the IT-based inclusion research community.
McDaniel et al. [43] uses computer vision to detect faces
looking at the PVIs and outputs this information on a haptic
belt with vibrating actuators. This approach of using infor-
mation from the physical world and translating it into haptic
stimuli, was used by many projects to encode information
into a haptic channel - not solely for PVIs: haptic informa-
tion was used to guide PVIs with a leashed drone [4], guide
persons towards invisible 3D targets [20], support remote
collaboration [19], or tell travelers directions of points of
interest [22].

Another system by Krishna et al. [33] uses computer vision
to detect faces and facial expressions and sonifies the results
to the PVIs. However, the systems discussed here require spe-
cial equipment attached to the sighted or visually impaired
user, which makes them less suitable for brainstorming meet-
ings due to the preparations required. Moreover, none of the
systems preserve the relation between NVCs and artifacts.

While sighted persons are clearly able to process these in
real-time and focus on the most relevant aspects, a one-by-
one translation of this information for the PVIs would lead
to an overload of the cognitive capacity as they are mainly
restricted to one-dimensional modalities.
Finally, another aspect of using assistive technology is

its social implications. While assistive technology obviously
first needs to fulfill its purpose of providing support for visu-
ally impaired persons, it is important that social implications
are considered when using the assistive technology [3, 49].

One approach to improve the overall detection reliability
and avoid false notifications for PVIs is the application of
iterative fusion operator trees [60]. In this context, it is worth
mentioning that the data fusion literature emphasizes the
importance of developing novel data fusion algorithms in
order to fully exploit this processing stage in applications
where data fusion is involved [6, 56].

3 ACCESSIBLE MEETINGS CONCEPTS
In order to overcome the presented challenges, we define
three areas which address the problem-space and are concep-
tualized in the following: 1) Capturing the environment, 2)
Sensing and Reasoning the information, and 3) Translating
them into haptic actuations.

Capturing
Using multiple surfaces to externalize information requires
the functionality of moving or copying information from
one workspace to another [62]. This generates a volatile,

three-dimensional data space, which has to be captured and
translated to PVIs.

In a loosely moderated Metaplan session, users will move
between different interactive surfaces, addressing, browsing
and modifying spatially distributed information [54]. Access-
ing this information (who has changed which information
where?) is important for the participation of PVIs. Further,
horizontal and vertical workspaces do not only have a differ-
ent orientation but also have an impact on user behavior [35].
While tables are preferably used for information generation,
vertical workspaces are used for information distribution
and visualization. This may influence other variables like
distance to the interactive surface, the accuracy of pointing
gestures, choice of NVC elements, or chosen work methods.
Consequently, a large variety of NVC elements have to be
recognized, interpreted, and translated to PVIs.

Sensing and Reasoning
Modification of artifacts, augmented by NVC elements, con-
stitute a meaning [29] that have to be derived, rated for rele-
vance and delivered to PVIs with respect to their cognitive
load. Further, multiple interactive surfaces also influence the
data structure. For example, while on one single display, all
data would be shown simultaneously, however, multiple dis-
plays lead to a thematic clustering of information, while also
containing explicit or implicit cross-references. This makes
it much more complicated to translate information to PVIs,
since it may not be trivial to transform the information struc-
ture from multi-dimensional to a serial representation (e.g.,
due to loops caused by the cross-references in and between
clusters).

While users on horizontal surfaces typically interact with
the content using a pen or the fingers, multiple workspaces
in different orientations will also trigger other gestures for
interacting with the system, such as a grasping gesture to
fetch useful information, and a releasing gesture to place
the content on another workspace [62]. Thus, these gestures
need to be unequivocally detected and correctly interpreted
to guarantee a smooth interaction with the system.
In addition, data generated from various sources during

meetings need to be stored, condensed and made accessible
through queries. This information and the relations within
need to be structured, hierarchized and modeled using on-
tologies for further processing and retrieval. Due to the sheer
amount of information which is generated simultaneously
from numerous sources, it needs to be condensed and, de-
pending on multiple factors, tailored to the users’ needs.
Potentially important factors seem to be the users and their
capabilities, the current situation within the meeting and
preferences of the users, predefined ones as well as ones
changed on the fly.
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Actuating
Multiple interactive surfaces shape a spatially distributed
information space and contain a larger amount of data than
a single workspace. Thus, serializing all spatially distributed
information on a one-dimensional user interface (Braille
display) is not feasible any longer. As outlined in [47], new
ways have to be researched on how a PVI can access, navigate
and handle the increased amount of (spatially distributed)
information. Nowadays, PVIs mainly use keyboards, cursor-
routing, touch-gestures (e.g., [61]), or tangibles (e.g., [21])
to enter and manipulate information. While all are practical
and useful in a lot of situations, the amount of distributed
information increases and traditional interaction methods
reach their limits. Therefore, to manage this big amount of
distributed information, we will research new methods of
interaction, e.g., to track and use in-air gestures of PVIs for
orienting and positioning the input in the information space
and for manipulating it (e.g., add, change, delete, etc.).
To encode the previously captured and interpreted infor-

mation of such scenarios, we will investigate multiple types
of non-obtrusive actuations that assist PVIs by enriching
their awareness of their surroundings. Hereby, this can be
reached through traditional auditive cues [59], or through
subtle vibrotactile actuations guiding users attention towards
a certain event or property (e.g., [19, 20]), or even through
more active actuations, such as pneumatic feedback [16], or
thermal haptic feedback [24].

4 PROJECT MAPVI
Our approach will start with an assessment of Metaplan ses-
sions as an example of structured team meetings and group
collaborations within an environment that comprises multi-
ple surfaces, both, horizontal and the vertical. Based on this
assessment, we expect answers on “how to capture” artifacts
and NVCs and “how to make sense” to support the inter-
pretation of inaccessible modalities for a presentation via
accessible ones. Depending on the specific approach via a) es-
tablished modalities or b) innovative modalities, the spatially
distributed data from the NVCs and artifacts needs to be
either de-spatialized or merely reorganized and translated in
order to answer the question “how to actuate” the interpreted
information. This will allow evaluating the combination of
modalities which help in the establishment of synchronized
mental models of sighted and visually impaired participants
(or, later on, individualized combinations based on the pref-
erences). To approach the question on “how to manipulate”
the artifacts by PVIs, it is important to provide provision
and also to research the integration of a) established and
b) innovative modalities like head tracking or tangible ob-
jects. This research will yield the interaction concepts for the
meeting room of the future as an “Accessible Meeting Room”.
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Figure 3: Sensor classes, NVC levels, and artifact levels

These concepts will be developed in a user-centered design
approach and evaluated with PVIs together with sighted per-
sons in mixed teams. The following sections will discuss this
approach, in reference to Figure 3, in more detail.
Using multiple interactive surfaces shape a three-dimen-

sional information space, which allows for various kinds of
interaction and information distribution: on a surface, above
a surface, and in the room. Regarding user interaction, some
interactions become more complex to track, like e.g. point-
ing gestures in mid-air [34], while other gestures most likely
occur with the distributed information space, such as e.g. de-
ictic gestures, postures, and other NVC. While gestures and
information distribution on surfaces are easy to detect, the
system’s complexity will increase with the size of the infor-
mation space and the actions that can be performed within.
Further, the captured information needs to be encoded into
auditive and haptic actuations to make them accessible for
PVIs.

How to capture?
Following the rules of a mediated Metaplan session, there are
mainly two regions of interest to be captured by the sensors:
(i) in front of the interactive vertical whiteboards, and (ii)
on and around the (interactive) meeting table (see Figure 2).
In both regions, video and audio need to be recorded. Since
the video will only be used for tracking and to detect NVC
elements, but not for video conferencing, any optical dis-
tortion can be tolerated as long as the relationship between



PETRA ’19, June 5–7, 2019, Rhodes, Greece Günther et al.

objects is not affected. This allows using hemispheric lenses
that could capture a large area when being placed on/above
the table facing upwards/downwards (see Figure 1), or on
top of the interactive whiteboards facing into the room. The
cameras are installed in such a way that they capture widely
overlapping regions. This allows capturing user actions from
different perspectives, giving at least two images that can
be correlated with each other to extract NVC elements in a
reliable way.
Together with the video, an audio signal is captured and

fed to the speech and voice recognition program that will
allow identifying the active speaking person, but also to
detect typical words that are accompanying deictic gestures
such as "there", "here", etc.

How can a PVI filter this large stream of information?
MAPVI will employ a semi-automatic user interface ap-
proach to access relevant and to distinguish important from
less important information. Depending on user capabilities,
preferences and based on situations machine-learning tech-
nology can be facilitated to narrow down potentially relevant
information. Additionally, the users themselves can actively
retrieve information which is of importance to them, avoid-
ing users to only become receivers of a broad stream of
information, but rather transform their role to being users
of an interactive system that assists during communication
and reacts to their needs in a semi-automatic fashion.

How to make sense?
It is crucial that false alerts to the PVIs will be avoided in
order to achieve and keep a high user acceptance. However,
the acquired sensor data might be prone to errors (e.g., vi-
sually by camouflaging or occluding effects or by a noisy
environment). Thus, the incoming sensor signals will un-
dergo several filters and reasoning stages to make sense in
the alerts to the PVIs. Depending on the incoming signal,
the signal processing techniques (e.g., FFT) can be applied in
order to allow for a more reliable analysis in the succeeding
stages (see Figure 4).

Image analysis based on deep learning approaches. Since the
most relevant regions in the meeting room are captured by
multiple cameras, any action will be visible from different
viewpoints. Real-Time Analysis of the images will allow rec-
ognizing the most common gestures like nodding, shrugging,
or pointing gestures more reliably. Deep learning approaches
have been proven to perform very well for the image pro-
cessing tasks such as image classification, segmentation, reg-
istration, [40], etc., which further motivates us to use these
approaches for emotion and gesture detection. Deep learn-
ing techniques will allow the learning of the relationship

Figure 4: Signal processing pipeline with example technolo-
gies.

between the different entities by training on labeled or un-
labelled data. This learning will help to get the real-time
implementation which takes a few seconds to test in real
time. The accuracy of the implementation can be improved
by training on a large and clean dataset, which further re-
quires us to create a dataset for training which has a similar
meeting environment as used for real-time implementation.

Voice recognition. Deep learning approaches will further-
more be used for speech recognition, in particular, to detect
keywords. For example, a set of keywords may describe a
position in a three-dimensional information space or a sec-
ond set may be used to identify deictic gestures. In addition,
words describing features of an artifact (e.g. the color or the
form of an object) will be detected, since they are also being
used to describe positions. Moreover, an analysis of the for-
mant frequencies in the frequency domain by deep learning
will also allow identifying the speaker and his emotional
state.

Temporal validity/synchronicity. Deictic gestures only make
sense if they appear synchronously, i.e. a visible pointing
gesture and a descriptive word. Whatever comes first (au-
dio keyword or detected pointing gesture) will wait for a
predefined time-span for the other input signal. If this addi-
tional signal does not appear, the first measurement will be
discarded.

Reasoning. Reasoning will result in a refined measurement
based on the fulfillment of the given premises. While each
individual measure might be unsharp, logical reasoning gives
more reliable results. For the given Metaplan session, a typ-
ical example could be the following case: A user says: "I
mean the green card over there" and also perform the deictic
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pointing gesture towards a whiteboard. However, the speech
detection is ambiguous and returns ’green’ as ’gray’. Since
the three-dimensional information space from Figure 2 offers
an interactive table and two interactive whiteboards, and it
might contain green and gray cards as well, it will not nar-
row down the results. However, there is the coarse pointing
gesture towards one of the whiteboards that only contain
green cards. This does not only resolve the ambiguity of the
audio signal but also refines the precision of the pointing
gesture, since the position of the digital artifacts (the cards),
as well as their features (the colors), are precisely defined.
Such multiple reasoning rules between the incoming sensor
signals will help to further reduce false alerts to the PVI.

MTM classification. Human movements are already success-
fully classified in the industry by the so-called "Methods-
Time Measurement" (MTM) (for a review see [39]), which
basically splits up any human movement into elementary
motions, such as reaching, grasping, releasing, etc. A sim-
ilar taxonomy will be developed for typical brainstorming
sessions, which might contain basic elements like "pointing",
"shrugging", "nodding", etc. (see Figure 1). This classification
will help to further refine the measurement behavior of the
users since some of the basic elements might exclude each
other, e.g. "nodding" and "shrugging".

Creating an ontology representing meeting content and envi-
ronment. Since there is a huge amount of data being gener-
ated from various sources, a model needs to be developed to
represent how these junks of information are structured and
which relations exist among them. This includes information
about meeting artifacts as well as peoples’ gestures, facial
expressions, locations, as well as verbal and textual contribu-
tions, e.g., on a whiteboard. Structuring, hierarchizing and
explicitly describing relations between these junks of infor-
mation is not only crucial for data storage, but also for data
retrieval, since this would allow for more complex queries
to only get relevant pieces for being presented to the PVIs
who are highly prone to cognitive overload due to a rather
limited sensory bandwidth because of missing eyesight.

How to actuate?
One of the key challenges of the MAPVI project will be to
cope with the extensive amount of data that are sensed and
reasoned to be relevant for a PVI. Thus one of the main ques-
tions of the project will be: How to present this information
to the PVI?
The solution cannot simply be just exposing all informa-

tion to the PVI and translating them to haptic and auditory
channels. Thus, one of our first research questions will be:
how can we address both haptic and auditory channels with
different kinds of information? There are different types of

haptic feedback, e.g. tactile vibration, electronic muscle stim-
ulation, ultrasonic, pneumatic, kinesthetical haptic feedback,
or even thermal haptic feedback as depicted in Figure 4. Our
goal is it to simultaneously combine these haptic channels
and assess the suitability of PVIs to simultaneously perceive
different haptic stimuli. Similarly, for auditory cues, we want
to test if PVIs can perceive differently pitched auditory in-
formation simultaneously.
Once we figured out the limits of the haptic and audi-

tory channels, we will add information from a real meeting
and perform user-studies to assess how this information is
perceived and accepted by PVIs.

5 RESEARCH QUESTIONS AND NEXT STEPS
To achieve our goals to create accessible meetings for PIVs,
we define the following research challenges.

Cognitive Model
When working in a three-dimensional information space,
PVIs also perceive 3D information, e.g., by the voice from
other users. This collides with existing interfaces like Braille
displays that only provide a 1D output, which might prevent
the PVI from building his own three-dimensional cognitive
map and thus from performing deictic gestures by himself.
We thus want to researchwhether no such three-dimensional
cognitive map already exists and how this will change when
providing new interfaces for 3D output to the PVI.

Haptic Actuation
After we identified the non-verbal cues and gathered all crit-
ical information during meetings, we need to translate those
into haptic actuations. Hence, we will research a multitude
of haptic sensations which can be directly used to encode
information into haptics. Further, we want to know 1) how
that haptic output can be rendered, and 2) how we can com-
bine those haptic actuations to create a multi-modal meeting
environment.

Next Steps
The next steps will be to examine the requirements of meet-
ings and group collaboration more closely. We are planning
several preliminary studies in which we will seek to iden-
tify all non-verbal cues as well as observe the verbal and
gestural communication of the participants. In the next step,
we will categorize and label the observed cues so that we
can proceed with the interpretation of the found properties
using a number of approaches, such as machine learning.
Further, through interview rounds with PIVs we will collect
additional feedback of end users. At the same time, wewill de-
velop first prototypes that can translate the cues into haptic
stimuli and evaluate the combination of different approaches
in user studies.
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6 SUMMARY
In this project, we contribute novel concepts to assist persons
with visual impairments in meeting scenarios and group
collaborations by 1) capturing and understanding the overall
environment, 2) reasoning the actions and properties, and
3) providing a multitude of actuations. This will help them
in communicating their ideas and to get actively involved in
the meeting conversation similar to a sighted person.
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